ABSTRACT

Through a set of well-defined interfaces, plug-and-play architectures enable additional functionalities to be added or removed from a system at its runtime. However, plug-ins can also increase the application’s attack surface or introduce untrusted behavior into the system. In this paper, we (1) use a grounded theory-based approach to conduct an empirical study of common vulnerabilities in plug-and-play architectures; (2) conduct a systematic literature survey and evaluate the extent that the results of the empirical study are novel or supported by the literature; (3) evaluate the practicality of the findings by interviewing practitioners with several years of experience in plug-and-play systems. By analyzing Chromium, Thunderbird, Firefox, Pidgin, WordPress, Apache OfBiz, and OpenMRS, we found a total of 303 vulnerabilities rooted in extensibility design decisions and observed that these plugin-related vulnerabilities were caused by 16 different types of vulnerabilities. Out of these 16 vulnerability types we identified 19 mitigation procedures for fixing them. The literature review supported 12 vulnerability types and 8 mitigation techniques discovered in our empirical study, and indicated that 5 mitigation techniques were not covered in our empirical study. Furthermore, it indicated that 4 vulnerability types and 11 mitigation techniques discovered in our empirical study were not covered in the literature. The interviews with practitioners confirmed the relevance of the findings and highlighted ways that the results of this empirical study can have an impact in practice.
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1 INTRODUCTION

Many application domains adopt plug-and-play 1 architectures to enhance their systems’ extensibility, reusability and modifiability [8]. For example, the automotive industry is rapidly creating plug-and-play architectures in which software modules can be slotted into the overall electronic architecture without unexpectedly disrupting the other components [18]. In the finance domain, plug-and-play architectures provide universal APIs for in-store point of sale (POS) systems that allow users to plug in a variety of different applications. In medical device development, plug-and-play architectures enhance programs’ and medical devices’ interoperability, where third-party medical applications are plugged into networked medical devices to provide diagnosis, treatment, research, safety, and quality improvements, as well as equipment management features [3, 4]. In plug-and-play architectures, the software is decomposed into a “core” component representing the plug-and-play environment of the host application and a set of bundles representing “plug-ins.” The plug-and-play environment provides the software’s main functionalities and runtime infrastructure for plug-ins. Plug-ins provide bundled functionalities which can be added at runtime, making the software customizable and extensible. This means that the software product can be released early, and new features can be added later through the plug-ins. Moreover, plug-and-play architectures can enable contributions from third-party vendors because extending the architecture does not require access to the source code; instead, these third-party developers can implement well-defined public interfaces provided by the plug-and-play environment [9].

1In this paper, we use the term plug-and-play to refer to a wide range of applications that use extensible architectures. Other similar terms used are plugin-based, extension-based, app-based and etc.
Although plug-ins are useful for adding new features to the software, they can increase the application’s attack surface or introduce untrusted behaviors. Designing a secure plug-and-play architecture is critical and non-trivial as the features provided by plug-ins are not known in advance and inclusion of the third party functions can negatively affect the system’s security and trustworthiness [9, 30]. There are numerous vulnerabilities reported for plug-and-play architectures [27, 31, 32, 37, 44]. A group of researchers demonstrated how hackers can wirelessly access the critical driving functions of a vehicle through an entire industry of Internet-enabled gadgets plugged directly into cars’ dashboards to monitor vehicles’ location, speed and efficiency [16]. In this case, the plug-in was insecure; however, severe security and privacy issues could also occur when the system accepts malicious plug-ins [26].

Although there are numerous studies in the area of plug-and-play software architectures [1, 11, 14, 23, 56–58] and applications in various domains [5, 18, 22, 25, 46, 47], as well as domain-specific examples of such extensible architectures [7, 10, 45, 48], we currently lack an empirically grounded work that aims to study vulnerabilities that are prevalent in plug-and-play software architectures as well as mitigation techniques to prevent such vulnerabilities. Furthermore, currently known software vulnerabilities are either generic and not contextualized for specific domains (e.g. PN) or are well characterized for commercial web-based systems.

The novel contribution of this paper lies in (1) an in-depth implementation of grounded theory to empirically study vulnerabilities prevalent in PN architectures and to characterize such vulnerabilities based on real data collected from widely used PN systems. We use classical grounded theory [19] as a systematic inductive method for conducting qualitative research of software vulnerabilities in plug-and-play architectures. We chose this approach due to its emphasis on the emergence of concepts [20, 52], i.e., high emphasis on an inductive rather than a deductive data analysis. Since we do not know in advance the nature of the vulnerabilities (except a high-level knowledge that they are rooted in plug-and-play systems), our goal is to allow the data to drive our process of discovering classes of plug-and-play vulnerabilities (inductive reasoning) rather than formulating hypotheses at the beginning of the analysis process (deductive reasoning). (2) A systematic literature review that aims to map the results of the empirical study to the state-of-the-art and examine to what extent the results are supported by the literature or complements the existing body of work in this domain. This extensive literature review is conducted after examining real projects to prevent the influence of existing concepts on the emerging results. (3) Interviews with six practitioners with work experience of plug-and-play systems from the health-care, business and industrial control system (ICS) domains. The interviews were conducted at the latest stage of our study in order to examine whether the empirical findings can be useful in practice. Our data is released at: https://github.com/SoftwareDesignLab/AchillesHeel.

This paper is organized as follows: Section 2 provides an overview of the methodology used in this empirical study; Section 3 discusses the results of our empirical study; Section 4 compares our results with those from the literature; Section 5 presents our interviews with practitioners; Section 6 describes the threats to the validity of this work; and Section 7 concludes the paper.

2 METHODOLOGY

A grounded theory [21, 51] approach is a progressive identification and integration of concepts from data that leads to discoveries directly supported by empirical evidence. The classical grounded theory [19] encompasses the following activities: identification of topic of interest, theoretical sampling, data coding (through open, selective and theoretical coding), constant comparative analysis, memo writing, memo sorting and write up & literature review [20, 52]. Figure 1 shows how we applied the classical grounded theory to our research that was conducted over the period of one year.

2.1 Limiting the Phenomena Under Study

In following a grounded theory approach, researchers are advised against formulating a specific research question upfront; rather, they define an area of interest (i.e., the phenomena under observation). As illustrated in Figure 1, the focus of this empirical study is the “Achilles’ heel” (vulnerabilities) in plug-and-play systems. We focused on vulnerabilities specific to the plug-and-play architecture itself - i.e., security issues that are enabled due to the extensibility mechanisms provided by plug-and-play environments and are specific to such architecture.

2.2 Data Collection: Theoretical Sampling

Given the topic of interest of this work, we needed access to software vulnerability reports, the description of these vulnerabilities, in-depth discussion about how they occurred and were fixed, as well as information about the architectural decisions of the projects affected by these security problems. Thus, we targeted data sources that were freely accessible to us. In this context, we focused on open source systems with a plug-and-play software architecture.

2.2.1 Theoretical Sampling. is the process of jointly gathering and analyzing data in order to decide what data needs to be collected next [19, 21, 52]. Our theoretical sampling started with two open source projects (Chromium and Thunderbird) to extract and analyze their vulnerability reports. From an initial analysis of these reports, we observed that Thunderbird and Chromium had overlapping concepts since they were from a similar domain. Therefore, we included more projects of which we extracted and analyzed their vulnerabilities. The additional projects were Firefox, Word-Press, and Pidgin. Although Firefox and Chromium were from the same domain, adding them could help us pinpoint problems that are only applicable to Web browsers and other, more generalizable concepts. In the later stages (after we identified our core categories), we sampled more open source projects from different domains. We included OpenMRS and Apache OfBiz for further analysis and to support the findings of our empirical study, as per the approach suggested by the classical grounded theory.

2.2.2 Data Sources. We used the National Vulnerability Database (NVD) to extract vulnerability meta-data, Issue Tracking Systems to obtain further discussions about the problem, Source Code Repositories to identify fixes for these vulnerabilities, and Technical Documents to explain the underlying plug-and-play mechanisms of the affected software project. The process of extracting data from these sources is described below:
Retrieving vulnerabilities from NVD: We obtained the vulnerabilities from the National Vulnerability Database through parsing their public data feeds [35]. Vulnerabilities disclosed in NVD are assigned a unique Common Vulnerabilities and Exposures Identifier (CVE ID). Along with this identifier, NVD also provides a concise description of the problem, a list of affected software releases, and a list of Web sites (references) that contain more details about the problem.

Identifying vulnerability details from Issue Tracking Systems: Although CVE reports provide a description of the security problem, they do not contain a detailed discussion about the vulnerability such that we could verify its underlying root cause, consequences or other information. Thus, we identified the URLs to the corresponding bug entry of the issue tracking system of the case study. This way, we read the developers’ discussion about the problem and how they developed a solution. We leveraged the list of “references” for the CVE and identified which of these links referred to the issue tracking system of the corresponding case study.

Collecting vulnerability patches from Source Code Repositories: To retrieve patches that fixed the vulnerabilities, we extracted the commits that referred to the corresponding bug entry in the issue tracking systems (i.e., commits whose message explicitly mentions the bug id). These patches contained the files that were affected (i.e., modified, added or removed) in the fix. Identifying patches help us to verify the solution applied by developers to repair the software.

Identifying design decisions for enabling Plug-and-Play: We reviewed available literature, existing technical documentation, posts in the projects’ issue tracking systems and existing architectural diagrams of each case study in order to identify their design decisions for supporting plug-and-play features and any security mechanism adopted for protecting their PnP environment. We also reviewed their source code to understand the structure of the application and technical decisions. This review was conducted using a keyword search, manually browsing the source code, and reading any code comments or “readme” files as well as the release reports. We compiled our findings in a trace matrix which enumerates where each PnP mechanism is implemented in the source code. Each project’s trace matrix of PnP design decisions to source files was peer-reviewed.

Data Fusion. By the end of an iterative data collection and theoretical sampling process, we collected a total of 3,183 vulnerability reports (CVEs) and associated data, such as issue tracking system reports and discussions as well as patches involved in the fix. Each of the artifacts contributed to a comprehensive understanding of the CVE under inspection. Figure 2 shows the information model of the vulnerability data we collected after performing the steps enumerated above. We used three complementary approaches to identify the subset of vulnerabilities (CVE instances) associated with the systems’ plug-and-play architecture:

- **Component-Based Approach:** The issue tracking entries to fix CVEs often have an attribute indicating the affected software component, which is declared by the original project developers. Thus, we leveraged this component tag to identify CVEs that are potentially related to their extensible architecture. To do so, we defined a list of component tags that are associated with the plug-and-play architecture of each case study. This list was established after a careful review of the projects’ technical documents and source code. Next, we filtered all the issue tracking reports whose bug matched the component tag of our subset. Lastly, we traced the bug ids of these entries back to their associated vulnerabilities (CVE instances) to identify the subset of CVEs that were potentially related to securing their extensible architecture.

- **Keyword-Based Approach:** we established a list of keywords that reflected the terminology developers used to refer to the plug-and-play architecture of each case study. These keywords were searched on the descriptions of the retrieved CVEs to identify those related to plug-ins. Table 1 enumerates the keywords used per case study.

- **File-Based Approach:** We used the traceability matrix of PnP mechanisms to source files developed during our data collection (Section 2.2.2) to locate plug-in-related source files. The plug-in related CVEs were identified by mapping the files in the trace matrix to the source files affected by CVEs.
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<table>
<thead>
<tr>
<th>Case Study</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firefox extension, bundle, theme, add on, add-on, addon, plugin, plug-in, dictionary, xpi, pack</td>
<td></td>
</tr>
<tr>
<td>Chromium extension, plug-in, plugin, app</td>
<td></td>
</tr>
<tr>
<td>Thunderbird extension, bundle, theme, add on, add-on, addon, plugin, plug-in, dictionary, xpi, pack</td>
<td></td>
</tr>
<tr>
<td>Wordpress plug-in, plugin</td>
<td></td>
</tr>
<tr>
<td>Pidgin plug-in, plugin</td>
<td></td>
</tr>
<tr>
<td>Office plug-in, plugin</td>
<td></td>
</tr>
<tr>
<td>OpenMRS plug-in, plugin, add on, add-in, add-on</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Keywords used for Automatically Filtering CVEs
The goal of these three complementary approaches was to maximize the recall of all CVEs related to the plug-and-play architecture. Table 2 shows the total number of retrieved CVEs (column “# CVEs”), how many of these CVEs were selected after applying the three previous approaches (column “# Analyzed CVEs”), and lastly the total number of CVEs related to plug-and-play architecture after a manual review (“# Plugin-related CVEs”). In this manual review, we considered a vulnerability as plugin-related if it was caused by (i) a lack of mitigation procedures in the PnP core to stop misuses from malicious plug-ins or consequences of security bugs in benign plug-ins, (ii) an inappropriate design choice for mitigating the security issues (design-level), or (iii) an incorrect implementation of design decisions in the core (correct design-level choices, but an incorrect implementation in the code).

Table 2: Statistics of the Vulnerability Data Used in this Study

<table>
<thead>
<tr>
<th>Case Study</th>
<th># CVEs</th>
<th># Analyzed CVEs</th>
<th># Plugin-related CVEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firefox</td>
<td>1996</td>
<td>156</td>
<td>68</td>
</tr>
<tr>
<td>Chromium</td>
<td>1282</td>
<td>187</td>
<td>73</td>
</tr>
<tr>
<td>Thunderbird</td>
<td>704</td>
<td>85</td>
<td>37</td>
</tr>
<tr>
<td>Wordpress</td>
<td>433</td>
<td>221</td>
<td>91</td>
</tr>
<tr>
<td>Mozilla</td>
<td>69</td>
<td>34</td>
<td>32</td>
</tr>
<tr>
<td>CBIR</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OpenXRA</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

2.4.4 Data Preprocessing. After collecting, merging and filtering the vulnerability artifacts, we conducted a preprocessing step to summarize the data for us to start the coding of the data based on the grounded theory principles. The data preprocessing was performed by the authors, who systematically scrutinized the subset of CVEs (and its associated artifacts - see Figure 2) that were identified using the three complimentary automated approaches described in the previous step. The vulnerability reports were summarized by filling out a form containing specific sections for context (the underlying scenario in which the vulnerability occurred), problem (fine-grained root cause) and solution (how it was fixed).

These summaries were important for minimizing the information load while coding and constantly comparing a large amount of data. All summaries are also released through the link to study package.

2.3 Open Coding

After preparation of the data, the first step was the open coding [20, 21] of the vulnerability summaries. It consists of analyzing each incident (i.e., data point) in order to annotate them with codes (concepts). This coding was performed by the authors of this paper, whose software development experience level varied from 2-10 years. During this process, we analyzed each of the previously collected plugin-related CVE summaries and reviewed its context, problem, and solution (and any other details available in the issue tracking system or other sources as needed). After reviewing the CVE information, we collaboratively highlighted the key points in the summaries, then based on these key points they assigned codes to the vulnerability. The codes were used as delegates for concepts and key points involved in vulnerability.

These codes are constantly refined throughout the open coding process, leading to the emergence of a core category and its associated concepts. The core category is the main concern or problem observed in the phenomena under study; it “accounts for a large portion of the variation in a pattern of behaviour” [19]. Please note that in further iterations many of these codes were grouped into core categories. Figure 3 shows the summary report collected for three CVEs. For instance, in case of CVE-2015-4498, the key points are highlighted in red color: add-on installation, allows remote attackers to bypass an intended user-confirmation, warns the user, bypass this install warning dialog, installation of the add-on will start without the dialog, and block cross-origin add-on install request. Each of these were assigned a code, example of codes generated for this summary are: Not showing install warning dialog; Silent install of plug-ins; Block cross-origin install requests.

2.4 Constant Comparison Method

The codes emerging from each CVE summary were constantly compared against the existing codes to observe commonalities and differences (which could result in a further break down of these codes into more fine-grained levels). Emerging codes were compared against other vulnerability reports in order to observe their properties (such as potential mitigations and types of consequences). Furthermore, CVE instances were compared against other vulnerability reports to establish uniformity of concepts and identify variations. Through constant comparison, we observed that some key points reoccurred; such key points were used to form the core categories. For instance, in Figure 3 the key points for CVE-2015-4498 and CVE-2011-3055 are similar, and they have been assigned codes such as “Not showing install warning dialog,” or “Silent install of plug-ins”. Emerging concepts were then compared to more incidents to generate new theoretical properties of the concepts and more hypotheses. The goal of the constant comparative method is to ensure that all the concepts are supported by the data and at the same level of granularity. We were either annotating the CVEs with existing tags or creating new ones (i.e., the existing tags are not suitable for the CVE being analyzed). For instance, in the case of CVE-2012-0934 (Figure 3) none of existing codes for CVE-2015-4498 and CVE-2011-3055 could represent it, therefore, we created new codes for it. The result of this open coding and constant comparative analysis iteration was the identification core categories [19]. In our study, our core categories correspond to the types of plug-and-play vulnerabilities.

2.5 Memoing

Throughout the iterative process of coding and constant comparative analysis, the researchers captured their insights in memos. A shared Google Document with a predefined table was used to capture early insights. In this early stage of data analysis, our memos mostly concerned potential core categories (PnP vulnerability types). As the process continued, we finalized them by adding more detailed information about consequences and mitigation techniques. For these potential core categories, the memos would capture a summary of the plug-and-play vulnerability type, associated consequences and how they could be mitigated. Table 3 illustrates a sample memo captured by an analyst during the memoing process.

2.6 Selective Coding

The selective coding of our methodology focused on theoretically saturating the architectural and related concepts. In this step we returned to the CVE instances that were associated with plug-and-play vulnerability types in order to further refine them, capturing...
all possible consequences observed in the data, their context of occurrence, and how developers mitigated them. In this step and later stages of our analysis, our **memos** encompassed development of a conclusion for the study. To do so, we focused on rearranging (merging or breaking) our core categories for establishing a cohesive taxonomy of vulnerability types in PnP architectures, the context in which they occurred, their corresponding mitigations and consequences.

### 2.6.1 Data Analysis Instrument

It is important to highlight that we used a custom-built Web-based tool to support our activities of coding the data. This Web tool presents the information retrieved for each vulnerability report (Figure 2) and enables the researcher to annotate the report and tag codes (i.e., concepts) to it.

#### 2.7 Memo Sorting

At the final stages of our data analysis, we conceptually sorted our memos. By sorting, we do not imply a chronological order; instead, the sorting of our notes was based on inter-related concepts. The goal of this step was to look at the data at a higher abstraction level.

#### 2.8 Theoretical Coding

In the later stages of our analysis, we employed theoretical coding to interconnect substantive codes. In other words, we connect the discovered concepts, leading to the development of hypotheses that would shape the results of our empirical study. Theoretical coding involves applying a coding paradigm that helps researchers to inter-connect concepts derived from the data [21]. In this coding process, we integrated our concepts and structured them into contexts, which are the underlying scenario of the plug-and-play vulnerability; causes, which are the contributing factors that lead to the vulnerability; mitigations, which are techniques to fix these issues; and the consequences which result from the vulnerabilities. For instance, “auto updates” and “plug-in update” codes were merged to form the context “Plug-in Update”, “add checks for plug-in permission during updates” and “comparing against initial list of permissions” formed the mitigation “Lifetime enforcement of plug-in permission”, codes “privilege elevation”, “bypass privilege check mechanism” formed the consequence “Privilege elevation”.

### 3 A TAXONOMY OF VULNERABILITIES IN PLUG-AND-PLAY SYSTEMS

The results of this empirical study are presented in the form of a taxonomy of vulnerability types in plug-and-play architectures, learned from seven open source systems. This taxonomy characterizes the context in which the vulnerability occurs, its mitigation procedures, as well as its consequences.

#### 3.1 Context: Plug-in Install

One of the most basic features in a plug-and-play system is to load and install new plug-ins to the application. In this context, we found the following types of problems (Figure 4):

- **3.1.1 Incorrect User Notification of Plug-in Permissions.** When a new plug-in is added to the system, it can request access to certain data/functionality provided by the PnP environment. This problem occurs when the PnP environment does not show to the user **all** of the data and/or functionality that will be accessed by the plug-in before the plug-in is installed.
  - **Mitigation:** Devising a central point for installation logic. All the installation requests are guaranteed to go through this component, which is in charge of (i) consistently generating install warning prompts before any install requests; (ii) showing all the requested permissions.

---

**Table 3: Sample Memo**

<table>
<thead>
<tr>
<th>Problem</th>
<th>Memo#19: Unsanitized plugin data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Problem:</strong> The core application interacts with data from the plugins. The problem arises when this data is not properly sanitized. The application host trusts data from the plug-in when it shouldn’t because this data is crossing boundaries.</td>
<td></td>
</tr>
<tr>
<td><strong>Mitigation:</strong> Introduce mechanisms that sanitize the data flowing from plugins to the core application.</td>
<td></td>
</tr>
</tbody>
</table>

| **Consequence(s):** Arbitrary code execution, Denial of service |
| **Some observed examples:** |
| - CVE-2005-0752 [Firefox]: The Plugin Finder Service (PFS) in Firefox before 1.0.3 allows remote attackers to execute arbitrary code via a javascript: URL in the PLUGINSPAGE attribute of an EMBED tag. |
| - CVE-2013-0896 [Chrome]: BrowserPluginGuest trusts the shared memory region sizes passed in messages from renderers. When the browser attaches to these regions it does not sanity check the region sizes and can be made to write beyond the end of the mapped region. |
| - CVE-2012-5328 [Wordpress]: Multiple SQL injection vulnerabilities in the Mingle Forum plugin 1.0.3.2 and other versions before 1.0.3 for Wordpress might allow remote authenticated users to execute arbitrary SQL commands. |
3.1.2 Bypassing of User Notification or Restriction Checking Processes for Plug-in Installation. Whenever a new install is requested, the PnP environment should ask the user for consent to proceed (or abort) the install. This vulnerability type is caused when the requirement that the user mediate all install requests is not strictly enforced.

— Mitigation: Likewise in "Incorrect user notification of plug-in permissions", the mitigation consists on designing a Central point for installation logic (see Section 3.1.1).

3.1.3 Lack of Plug-in’s Configuration File Sanitization. It is caused by not validating the plug-in’s configuration file to verify whether it is structurally and semantically correct as well as to escape/neutralize any code that is injected in the plug-in’s configuration file.

— Mitigation: Designing and implementing a configuration validator that performs typed parsing and configuration files validation to prevent these files to be used as an attack vector.

3.1.4 Extraction/Storage of Plug-in with World-readable/writable Permissions or in Unsafe Directories. In general, plug-ins are released as software bundles (e.g., zip files) that are extracted by the PnP environment. When the PnP environment extracts and/or stores these bundles using world-readable (or writable) permissions (e.g., 777 permissions in Unix-based operating systems), any other plug-in or a potentially external process can alter plug-ins’ data or code.

— Mitigation: Having a dedicated secure storage such that the application extracts the software bundle to the application’s dedicated folder, that has restricted admin-only access.

3.1.5 Spoofing the Origin of a Plug-in Install Request. It is caused by not enforcing that the install request (followed by a transfer of the plug-in’s resources) will be made through a secure communication channel. An intruder can conduct a man-in-the-middle attack to spoof the origin of an install request and being able to trick the user into installing a potentially malicious plug-in.

— Mitigation: Performing a secure exchange of plug-in resources by using a secure communication protocol (e.g. HTTPS).

3.1.6 Improperly Checking the Origin of an Install Request. It occurs when the PnP environment accepts install requests initiated either by the user or an external entity (i.e., a remote install), but it incorrectly checks the source (origin) of the install request.

— Mitigation: Having a whitelist of install origins that specifies safe install points and only allowing these to trigger installation. This avoids giving a malicious code or other attack vectors the ability to silently install a plug-in.

3.2 Context: Plug-in Updates

A PnP system allows that plug-ins are updated whenever a new version is available. In this case, the system applies the needed changes to the plug-in registry. In this context, we found the following vulnerability types (Figure 5):

3.2.1 Elevation of Privilege through a Plug-in Update. It occurs when plug-ins specify a list of privileges upon install and the user accepts these permissions. However, the PnP environment does not check for the changes in privileges of plug-ins after an update. Therefore, a plug-in can elevate its permissions through a plug-in update without user consent.

— Mitigation: Performing a lifetime enforcement of plug-in permissions. During a plug-in update, the application compares the current request permissions against the previous list of permissions provided by plug-in during install.

3.3 Context: Plug-and-Play Execution Environment

Since plug-ins are not executable (i.e., standalone programs), their execution environment is provided by the host application. The PnP application core is in charge of orchestrating the execution of multiple and concurrent plug-ins. During execution, the PnP application can be prone to the following security problems (Figure 6):

3.3.1 Lack of Compartmentalization of Plug-ins. It is caused by a lack of a well-defined logical compartment that isolates plug-ins from each other as well as from the PnP environment. In this case, plug-ins are allowed to directly communicate with each other and use the core’s resources without appropriate restrictions.

— Mitigation: There are two complementary approaches to fix this problem. Ensuring a compartmentalization of plug-ins in which each plug-in is encapsulated in a separate compartment. Also having isolated object domains such that each compartment must have its own copy of objects for communication with the PnP environment.

It minimizes the risk of the same object being used by another plug-in. As a result, the PnP environment manages these objects and enforces that these objects are not used as an attack vector.

3.3.2 Lack of Fine-grained and Modular Permission Setting. Many vulnerabilities observed in our analysis were due to benign plug-ins that had more privileges than needed to implement their features. A fine-grained and modular permission setting could have limited the access of such plug-ins, and therefore minimizing the impacts of vulnerabilities in these plug-ins on the application core.
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— Mitigation: The application host has a fine-grained, modular, permission assignment by creating logical groups of functionalities/data that are only available if a plug-in has the necessary permissions. In conjunction, the application implements a declarative-based request for accessing data/functionality in which the plug-ins have to explicitly indicate what features/data they intend to utilize such that the user grants them the permission to access those.

3.3.3 Allowing a Plug-in to Elevate its Permission by Manipulating (or Delegating a Task to) a Process in the PnP Environment that Has Higher Privileges. This vulnerability arises from the scenario in which a plug-in, executing in an unprivileged process, tampers with a high-privileged process in order to escape its security boundaries.

— Mitigation: The application limits plug-ins exposure to OS processes by leveraging a mechanism that intermediates any system call between the sandboxed child process and the underlying OS to prevent the low-privileged process to attempt to communicate with other higher-privileged processes. In addition, the application limits plug-ins exposure to high-privileged PnP APIs. As a result, the access that plug-ins have to higher privileged APIs provided by the core application should be limited according to the permissions they have asked for and the privileges they have.

3.3.4 Improper Object Access Control and Compartmentalization Enforcement. When plug-ins are isolated in different logical compartments, they communicate with each other through object proxies. Each different type of proxy enforces a set of compartments’ access policies. Security issues can occur when the PnP environment uses an incorrect proxy for inter-compartment communication.

— Mitigation: Performing a security policy enforcement through object wrappers. It adopts different types of object wrappers that act as proxies for a real object residing in a different compartment. These wrappers apply a security policy which enforces what type of properties and operations would get accessed by the callee compartment depending on the relationship between the caller and the callee compartments.

3.3.5 Unsanitized Plug-in Data. The core application interacts with data from plug-ins. Security problems arise when the PnP environment trusts data from the plug-in and therefore does not properly sanitize the data.

— Mitigation: Performing an input validation of incoming plug-in data such that any data transferred by plug-ins to the PnP environment are sanitized prior use.

3.3.6 Improper Origin Check of Requests by Plug-ins. It can result in a security breach when the PnP environment fails to correctly check the origin of requests (i.e., who was the plug-in that initiated a call), therefore allowing the elevation of privilege attack.

— Mitigation: Performing an origin check to verify request origins and authenticate plug-ins requests against a security policy.

3.3.7 Improper Isolation of Objects Used by Plug-ins in the PnP Environment. Plug-ins attach to the PnP environment through well-defined public interfaces/APIs provided by the PnP environment. The interaction between plug-ins and the PnP environment occurs through these APIs. Security problems can occur when plug-ins and the PnP environment share the same objects or data structures of these APIs. As a result, plug-ins can interfere with the PnP environment or other plug-ins.

— Mitigation: Similar to Section 3.3.1, this vulnerability can be mitigated through isolated object domains.

3.4 Context: Plug-ins Request Handling

As part of plug-in execution, the application core has to handle plug-ins requests through API calls. In this context, we found the following vulnerability types (Figure 7):

3.4.1 Plug-ins Requests are Handled without Authorizing Plug-ins that Initiate the Request. Vulnerabilities arise when the plug-and-play environment accepts any call from a plug-in without checking whether the plug-in is authorized to make such an API call.

— Mitigation: Three complementary approaches can be used. The PnP host can authorize the source of request: Upon a request, PnP host must authorize the plugin that initiates a request or subscribes
to an event. Decomposing the events into sensitive and non-sensitive events. Listeners can only subscribe to sensitive events if and only if they have enough permissions. Moreover, hiding PnP internal events such that any events and APIs specific to PnP environment must be hidden (inaccessible) from plug-ins.

3.4.2 Reentrant Event Callbacks. Plug-ins can intercept the execution of the event-dispatching mechanism before it has finished, resulting in an unpredictable state.

– Mitigation: Designing an atomic event dispatcher. Given that multiple events may arrive at the application and need to be dispatched to many listener plug-ins, it is important to ensure that the callback mechanism in the PnP environment performs these operations in an atomic fashion.

4 ARE THE FINDINGS SUPPORTED BY THE LITERATURE?

After completion of the grounded theory, we conducted a Systematic Literature Review (SLR) to examine whether the findings of this empirical study are supported by the literature or complement the existing body of work.

4.1 Methodology

The search strategy [61] of our systematic literature review consisted of a manual search for works from four sources: the ACM Digital Library, IEEE Explore Library, ScienceDirect, and Springer Link. Our inclusion criteria were as follows: the work was (i) a full paper; and (ii) focused on discussing security problems on plug-and-play software architectures. Exclusion criteria were (i) position papers, short papers, tool demo papers, keynotes, reviews, tutorial summaries, and panel discussions; (ii) not fully written in English; (iii) duplicated study, and (iv) focused on a research problem outside the domain of plug-and-play software architectures. In our manual search, we used the following search query: (plug-in OR plugin OR extension) AND (security OR vulnerability OR vulnerabilities).

From our manual search, we collected a total of 11,053 papers. We applied our inclusion and exclusion criteria through reading the paper’s title, abstract and keywords (if present), resulting in 205 papers. Then, in this round we applied the inclusion and exclusion criteria by reading the full papers, resulting in a remaining 35 papers. These remaining papers were carefully reviewed, to verify the extent to which the findings from our study were supported by the literature or were complementary.

4.2 Results

Table 4 enumerates the vulnerability types, their mitigations and contexts that were (or were not) discussed in the literature. The columns with a star (*) indicate a concept that has been discussed in the literature but we have not observed from the data we collected in our empirical study. The bullet symbol (●) indicates a finding that has not been previously explored by the literature.

Table 4: Comparison with the literature

<table>
<thead>
<tr>
<th>Context</th>
<th>Problem</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reentered user notification of plug-in permissions</td>
<td>Central point for installation logic</td>
<td></td>
</tr>
<tr>
<td>Reprinting user notification or restriction checking process for plug-in</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Misbehavior of plug-in installation</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based mitigation technique</td>
<td></td>
</tr>
<tr>
<td>Improperly checking the origin of a plug-in request</td>
<td>Mitigation-based detection method</td>
<td></td>
</tr>
</tbody>
</table>
IQ3: Did you consider the mitigations to be complete? Based on your experience, do you consider there were better ways to fix such problems?

All practitioners were provided ahead of time with a copy of the taxonomy, a detailed explanation of the vulnerability types covered in the taxonomy, consequences, mitigation techniques, and the initiating questions. After interviewing all the practitioners, we performed a qualitative analysis of the interviews. In this process, we performed a line-by-line coding of the transcriptions and iteratively identified common themes across the answers as well as positive and negative feedbacks to our taxonomy.

5.1 Results

All practitioners provided a positive answer to IQ1, indicating that this taxonomy would be useful for them to discover and/or prevent vulnerabilities. P4 asked for our permission for the catalog to be distributed among all the members of their security team such that they could implement some of the mitigations. Similarly, P6 also indicated that this taxonomy gave him/her ideas to be applied in his/her system. Marc Alff (P5) provided the following answer:

"Some of the security fixes implemented in the past in MySQL are direct implementations of the mitigations listed. Having access to your theory before releasing the code in the first place would have avoided a couple of these vulnerabilities."

Concerning IQ2, all practitioners agreed that, to their knowledge, the taxonomy covered in details the vulnerability types they have seen. Furthermore, they confirmed the correctness of mitigation techniques. P6, an architect of a plug-and-play system, offered the following in response to IQ1 and IQ2:

"I find them thorough, but they would require a large amount of work and rewriting some parts of the plug-in system in our project to put all the checks and balances in place. This is actually giving me lots of ideas that I was unaware of."

P2 provided the following answer for IQ1:

"Some of these are well thought of. A lot of these are good as a checklist for penetration testing. I have seen at least half of these vulnerability types in industrial control systems (ICS) that work with a plug-and-play design model."

P3 provided the following response to IQ2:

"The taxonomy looks pretty comprehensive in terms of covering a wide range of issues. This is well beyond the security that we had resources to deal with. We learned that it becomes exceedingly expensive to really limit what is happening within a JVM-based plug-and-play system. We made a decision among the tech-leads of OpenMRS, to accept that every plug-in that someone chooses to install can do anything. Our plug-ins (intentionally) share the same object that core uses and the plug-ins intentionally have a lot of privileges. We tried to offload the responsibility to the system administrator to do their research for installing the plug-ins. These are the decisions we made for the convenience because we didn’t have the resources to implement these mitigations."

Regarding our IQ3, all the practitioners indicated that the mitigations are appropriate. One practitioner (P5) explained that:

"MySQL implements this mitigation [Dedicated secure storage], with PLUGIN_DIR."

5.1.1 Follow-up Questions. An emerging question after IQ1 was concerning the presentation of our findings. We, initially, provided to the individuals our taxonomy as a table (with a summary of the vulnerability types, consequences and mitigations) along with a PDF with in-depth descriptions of these. When answering IQ1 three of them (P1, P3 and P2) hinted that our findings could be used as a checklist. We then followed up with this question:

FQ1: Would you suggest another presentation structure for our findings?

All of the practitioners suggested representing the findings as a tree-like diagram, but there were discrepancies in terms of what elements should be at the top, and which ones should be leaves. These discrepancies are mostly due to the nature of their job (architect, developer, or pen-tester), as we can observe from the transcripts below. P3, a software architect, provided the following answer:

"This is useful and good for communicating the problems; I'd like to have a taxonomy like this organized based on architectural choices and the vulnerabilities mitigated with them. Then I can pick up an architectural element to bring into our system and know the vulnerabilities that are covered."

Similarly, P1 (a software developer) suggested:

"It probably could be presented like a decision tree. When you go down the tree, for example, the context is plug-in installation, then we have the type of vulnerability."

On the other hand, P2 (a pen tester) answered that:

"The structure of taxonomy starting from context is good. It tells the penetration testers where to start. The first two columns [contexts and vulnerability types] are useful, the consequences for us is not useful as we already know these. Mitigations are up to the company’s discretion..."
which is the same mentioned by P3's approach, another compounding factor is the implementation costs as code from the server (which excludes constrained environments). The rationale provided was that with constraints in place which would somehow restrict what a plug-in approach in MySQL, a non-studied project, as pointed out by Marc important to highlight that we also observed this integration approach was implemented in WordPress, Pidgin, OpenMRS, and OfBiz. All of them lack built-in security mechanisms for protecting the application core from plug-ins abuse/misuse (such as compartmentalization and access control). The underlying assumptions of these projects were that users will be careful enough to not install malicious plug-ins as well as that a plug-in developer would follow secure coding guidelines and release bug-free plug-ins [60]. It is important to highlight that we also observed this integration approach in MySQL, a non-studied project, as pointed out by Marc AllI (P5): “There is no “second class citizen” execution environment with constraints in place which would somehow restrict what a plug-in has access to and what it can do.” The rationale provided was that “for performance reason, code from a plug-in should be as efficient as code from the server (which excludes constrained environments).” which is the same mentioned by P3's answer. Besides the performance reason underlying the decision of adopting the “Grant All” approach, another compounding factor is the implementation costs and efforts. Our multi-step study indicates that:

Addressing security in Plug-and-Play architecture is difficult and expensive; many applications have either neglected security mechanisms or have missed detailed design decisions to address security goals. This empirical study has identified a number of common vulnerabilities prevalent to Plug-and-Play architectures. While these findings may not represent all the possible ways that plug-and-play architectures can be vulnerable, they have been considered important and useful by the practitioners. The results can be generalized to other types of systems, as argued by Wieringa et. al. [59], describing the context of studied cases as we did allows us to "generalize" the findings by analogy (i.e., findings may apply to systems that have used architectural solutions that are partially similar to the cases of this study). For instance, the findings can be generalizable to the automobile industry that adopts PnP design solutions.

6 THREATS TO VALIDITY

In this section we discuss construct, internal and external threats to the validity of this work [43] and how we mitigated them.

Construct validity concerns the degree to which the measurements support our findings. In our work, this threat type is related to whether the measures we have taken for identifying plug-in based vulnerabilities were accurate enough to back up our findings. To mitigate this threat, we followed the key principles of the classical grounded theory and reviewed our process to assess any deviation. We conducted peer reviews to ensure consistency when analyzing vulnerability artifacts.

Internal validity reflects the extent to which a study minimizes systematic error or bias so that a causal conclusion can be drawn. One of the main threats to the internal validity of the research is the extensive manual analysis of CVE reports to observe patterns of incidence of vulnerabilities in these plug-and-play systems. Such manual analysis can be prone to biases. However, our constant comparative analysis and memos helped us to elaborate on the reasoning behind our codes. Moreover, our analysis process included five individuals with security backgrounds.

External validity refers to the extent to which our results are generalizable and applicable to other extensible software. One threat is related to the limited number of applications used in our study. We have not covered applications from energy, medical or automotive domains. However, the results of SLR and interviews indicates that our findings are supported by existing ad-hoc studies and can be expanded to those domains.

7 CONCLUSION

We followed a grounded theory-based approach to study vulnerabilities in plug-and-play software systems. We contributed to an in-depth empirical study of types of vulnerabilities found in plug-and-play architectures based on data from several widely used projects. In our study, we uncovered 16 vulnerability types and 19 mitigation procedures that are presented as a taxonomy. A systematic literature review was conducted to verify to what extent previous studies corroborated with our findings as well as which aspects of our findings complement the state-of-the-art in plug-and-play software systems. Lastly, we interviewed six practitioners to obtain their feedback regarding the value of our findings to the body of knowledge in software design and development.
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